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Mathematical Optimization and Data Science:
a back and forth relationship

Vanesa Guerrero *

In an era in which the decision-making is often based on the
analysis of complex and evolving data, it is crucial to have
methodologies and tools which provide helpful support to the
decider and that ease the interpretation of the models and
results driving the process. Many of the problems arising
in this context can be addressed combining the theoretical
frameworks of mathematical optimization and data science,
thus fostering knowledge exchange in both directions. On
the one hand, addressing traditional data analysis modeling
approaches from the perspective of mathematical optimization
allows to incorporate desirable properties to the analysis. On
the other hand, statistical modeling can help mathematical
optimization to develop formulations which are more tractable
in practice.

In this talk three bidirectional collaborations between
mathematical optimization and data science will be discussed.
First, the problem of enhancing interpretability in some
dimensionality reduction techniques through sparsity [1] and
using exogenous information [3[] is addressed by means of
Mixed Integer Nonlinear Programming (MNILP) approaches.
Second, the usefulness of information visualization to improve
interpretability of the unknown phenomena described by row
data will be discussed. In particular, we focus on the
use of global optimization to develop generalizations of the
standard multidimensional scaling for which difference of
convex functions and nonconvex quadratic binary optimization
techniques are combined as solution approaches [2]]. Lastly, we
address the problem of reformulating general MINLPs using
regression splines. The choice of these functional forms allows

us to approximate general non-convex MINLPs by a more
tractable subclass of problems which can be efficiently solved
by customized algorithms [4].
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